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PhD research overview

Aggregative games

. Large population, algorithms
[TAC18a]

. Equilibrium efficiency
[L-CSS18], [CDC18]

. Algorithms and applications
[CDC16], [ECC16], [CPS18]

. Traffic and Inertial equilibria
[IFAC17], [CDC17]

Combinatorial allocation

. Optimal utility design
[Submitted, J18a]
[Submitted, J18b]

. Role of information
[TAC18b]
[Allerton17]

. Worst vs best perf. tradeoff
[Submitted, J18c]

Others [CDC15], [PLANS14]
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Aggregative games

- Introduction

- Convergence between Nash and Wardrop

- Efficiency of equilibria
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Aggregative games

players: i ∈ {1, . . . ,M}

constraints: x i ∈ X i ⊆ Rn

cost: J i (x i , )

σ(x) =
1

M

M∑
i=1

x i

Aggregative game:

Nash equilibrium

J i (x̂ i ,�(x̂))  J i (x i ,�(x i , x̂�i ))

Wardrop equilibrium

J i (x̄ i ,�(x̄))  J i (x i ,�(x̄))

Strong monotonicity condition:

rx [

rxi J i (x i ,�(x))

]Ni=1 � ↵INn

Under strong monotonicity and uniform Lipschitzianity:
kx̂ � x̄k  constp

N

3/ 7

N agents
x i 2 Xi ⇢ Rn

J i (x i ,�(x))

demand-response energy markets smart urban mobility

identical replicas [1] heterogeneous new agents

[1] Haurie, Marcotte “On the relationship between Nash-Cournot and Wardrop equilibria” (1985).
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Two equilibrium notions

x̂ Nash equilibrium

J i (x̂ i , σ(x̂)) ≤ J i (x i , σ(x i , x̂−i ))

x̄ Wardrop equilibrium

J i (x̄ i , σ(x̄)) ≤ J i (x i , σ(x̄))

= x i

M + 1
M

∑
j 6=i x̂

j = 1
M

∑
j x̄

j

What is the relation between x̂ and x̄?

Nash operator

F̂ (x) = [∇x i J
i (x i , σ(x))]Mi=1

Wardrop operator

F̄ (x) = [∇x i J
i (x i , z)|z=σ(x)]Mi=1

6
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Main result I

Theorem (Convergence for large M) [TAC18a]

Lipschitzianity of J i , boundedness of X i , ∇x F̂ (x) � αI or ∇x F̄ (x) � αI ,

||x̂ − x̄ || ≤ const/
√
M

0 100 200 300 400 500 600 700 800
0

0.03

0.06

0.09

0.12

0.15

Population size M

Distance

‖σ(x̂)− σ(x̄)‖
1/
√
M

Consequences:
– equilibrium computation (algorithms)
– equilibrium efficiency
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Equilibrium efficiency: electric vehicle charging

- A fleet of EVs to recharge

- Each vehicle min bill in [1, n]

- Charging requirements

players: i ∈ {1, . . . ,M}
cost of i : p(σ(x) + d)>x i

constr: x i ∈ X i

System level objective

- Minimize congestion min
x∈X

Js(x) = p(σ(x)+d)>(σ(x)+d)

How much does selfish behaviour degrade the performance?

PoA =
maxx∈NE(G) Js(x)

Js(xopt)

≥ 1

8
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Main result II

Theorem (Equilibrium efficiency) [L-CSS18]

Assume sufficient regularity
Assume p(z + d) = [g(z1 + d1); . . . ; g(zn + dn)], g : R≥0 → R≥0

. If g is a pure monomial

=⇒ WE are efficient for any M
=⇒ NE are efficient for large M

1 ≤ PoA ≤ 1 + const/
√
M

. If g is not a pure monomial =⇒ there exists inefficient instances
(both NE/WE)

3 10 20 30 40 50 60 70 80 90100 120 150
1

1.05
1.1

1.15
1.2

1.25
1.3

1.35

M

PoA

monomial
non monom

9



Main result II

Theorem (Equilibrium efficiency) [L-CSS18]

Assume sufficient regularity
Assume p(z + d) = [g(z1 + d1); . . . ; g(zn + dn)], g : R≥0 → R≥0

. If g is a pure monomial

=⇒ WE are efficient for any M
=⇒ NE are efficient for large M

1 ≤ PoA ≤ 1 + const/
√
M

. If g is not a pure monomial =⇒ there exists inefficient instances
(both NE/WE)

3 10 20 30 40 50 60 70 80 90100 120 150
1

1.05
1.1

1.15
1.2

1.25
1.3

1.35

M

PoA

monomial
non monom

9



Main result II

Theorem (Equilibrium efficiency) [L-CSS18]

Assume sufficient regularity
Assume p(z + d) = [g(z1 + d1); . . . ; g(zn + dn)], g : R≥0 → R≥0

. If g is a pure monomial

=⇒ WE are efficient for any M
=⇒ NE are efficient for large M

1 ≤ PoA ≤ 1 + const/
√
M

. If g is not a pure monomial =⇒ there exists inefficient instances
(both NE/WE)

3 10 20 30 40 50 60 70 80 90100 120 150
1

1.05
1.1

1.15
1.2

1.25
1.3

1.35

M

PoA

monomial
non monom

9



Main result II

Theorem (Equilibrium efficiency) [L-CSS18]

Assume sufficient regularity
Assume p(z + d) = [g(z1 + d1); . . . ; g(zn + dn)], g : R≥0 → R≥0

. If g is a pure monomial =⇒ WE are efficient for any M

=⇒ NE are efficient for large M

1 ≤ PoA ≤ 1 + const/
√
M

. If g is not a pure monomial =⇒ there exists inefficient instances
(both NE/WE)

3 10 20 30 40 50 60 70 80 90100 120 150
1

1.05
1.1

1.15
1.2

1.25
1.3

1.35

M

PoA

monomial
non monom

9



Main result II

Theorem (Equilibrium efficiency) [L-CSS18]

Assume sufficient regularity
Assume p(z + d) = [g(z1 + d1); . . . ; g(zn + dn)], g : R≥0 → R≥0

. If g is a pure monomial =⇒ WE are efficient for any M
=⇒ NE are efficient for large M

1 ≤ PoA ≤ 1 + const/
√
M

. If g is not a pure monomial =⇒ there exists inefficient instances
(both NE/WE)

3 10 20 30 40 50 60 70 80 90100 120 150
1

1.05
1.1

1.15
1.2

1.25
1.3

1.35

M

PoA

monomial
non monom

9



Main result II

Theorem (Equilibrium efficiency) [L-CSS18]

Assume sufficient regularity
Assume p(z + d) = [g(z1 + d1); . . . ; g(zn + dn)], g : R≥0 → R≥0

. If g is a pure monomial =⇒ WE are efficient for any M
=⇒ NE are efficient for large M

1 ≤ PoA ≤ 1 + const/
√
M

. If g is not a pure monomial =⇒ there exists inefficient instances
(both NE/WE)

3 10 20 30 40 50 60 70 80 90100 120 150
1

1.05
1.1

1.15
1.2

1.25
1.3

1.35

M

PoA

monomial
non monom

9



Main result II

Theorem (Equilibrium efficiency) [L-CSS18]

Assume sufficient regularity
Assume p(z + d) = [g(z1 + d1); . . . ; g(zn + dn)], g : R≥0 → R≥0

. If g is a pure monomial =⇒ WE are efficient for any M
=⇒ NE are efficient for large M

1 ≤ PoA ≤ 1 + const/
√
M

. If g is not a pure monomial =⇒ there exists inefficient instances
(both NE/WE)

3 10 20 30 40 50 60 70 80 90100 120 150
1

1.05
1.1

1.15
1.2

1.25
1.3

1.35

M

PoA

monomial
non monom

9



PhD research overview

Aggregative games
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. Algorithms and applications
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Combinatorial allocation

- Introduction

- GMMC problems are intractable
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11



Combinatorial resource allocation

. a set of resources

. a set of agents

Goal: assign resources to agents to maximize a given welfare function
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Generalized Multiagent Maximum Coverage (GMMC)

resources: r ∈ R, vr ≥ 0

agents: i ∈ {1, . . . ,M}
allocations: ai ∈ Ai ⊆ 2R

welfare: W (a) =
∑

r∈∪iai
vrw(|a|r ) w : N→ R≥0

System-level objective: maxa∈AW (a)

Hardness and approximability

. Reduces to max-cover for w(j) = 1, Ai = Aj

. NP-hard

. If w is concave and Ai = Aj , best poly-algorithm achieves 1− c/e
and is centralized, c = 1− [w(M)− w(M − 1)]
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Main result III

Game theory can be used to produce algorithms that are:
distributed, efficient, match/improve existing approximations
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Utility design and approximation ratio

ui (ai , a−i )

=
∑
r∈ai

vrw(|a|r )f (|a|r ) f : N→ R≥0 (distributed)

How to design f ? Maximize worst-case performance

Given instance I, fix f → game Gf = {I, f } → NE(Gf )

PoA(f ) =

inf
Gf : #agents ≤M

mina∈NE(Gf ) W (a)

W (aopt)
≤ 1

PoA(f ) is the approx. ratio of any equilibrium-computing algorithm
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Theorem (Characterizing PoA) [J18a], [J18b]

PoA(f ) is the solution to a tractable LP in 2 variables, O(M2) constraints

PoA(f ) =
1

W ?

W ? =

min
f ∈RM

≥0

inf
λ∈R≥0, µ∈R

µ

s.t. 1{b+x≥1}w(b + x)− µ1{a+x≥1}w(a + x)+

+ λ[af (a + x)w(a+x)− bf (a + x + 1)w(a + x + 1)] ≤ 0

∀(a, x , b) ∈ I ⊂ {0, . . . ,M}3

Corollary Optimizing PoA

Determining f ∈ RM
≥0 maximizing PoA(f ) is a tractable linear program
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