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Abstract

Modern applications rely on service-oriented architectures to in-
crease development productivity, cost-effectiveness, and scalability.
However, the growing complexity of cloud stacks, driven by multi-
tenancy, multi-party computations, and dynamic service collabo-
ration, introduces security risks stemming from over-privileged
access. While enforcing the principle of least authority (PoLA)
mitigates these risks, implementing PoLA at scale is prohibitively
complex and costly. If we instead look at existing access control
systems, such as RBAC [25] or ABAC [36] at the application layer
or security groups [14] at the network layer, they rely on exter-
nally defined policies, provide limited abstractions, and require
retrofitting security onto applications, leading to over-privilege.

Conversely, capability-based security offers an application-driven
solution for access control, leading to tight integration of secu-
rity with application semantics, and making PoLA attainable. We
analyse existing capability systems and find that they fall short
at cloud-scale due to limitations in performance, scalability, or
fault tolerance. We present a distributed capability system that
through a sharded, decentralised architecture, capability version-
ing, and application-defined revocability, enables microsecond-scale
delegation and revocation, data center scale scalability, and fault-
tolerance. Our evaluation demonstrates capability operation latency
and system-wide resource consumption scale better than previous
capability systems, at usecond-scale latency.
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1 Introduction

Cloud-native applications use service-oriented architectures for
elasticity, productivity, and cost-effectiveness. Standalone services
— such as databases [7, 8, 28], data caching [20], and ML-as-a-
service [1-3] — are composed [10] to rapidly build complex pro-
cessing pipelines and systems with advanced functionalities. For
example, an image-based ML inference application can be rapidly
built by combining a request ingestion service (e.g., Nginx), an in-
ference service using vLLM, and a storage service like Amazon S3
for user input files.

Despite its advantages, service-oriented architectures often lag in
security. Their modularity, flexibility, and composability often lead
to “over-privilege”. Services are granted excessive access without
strict controls on resources or network interactions. This over-
privilege increases security risks, including compromised creden-
tials, insider threats, accidental misuse [23, 24], and cross-party
exposure in multi-tenant environments [15]. For example, in the
ML inference scenario above, the ingestion service may only allow
requests referencing authorized input files. However, an attacker
could craft a malformed inference input to bypass this check, ex-
ploiting an over-privileged inference service, which has access to
the entire storage, to retrieve unauthorized data.

From a security perspective, applications should follow the prin-
ciple of least authority (PoLA) [22], granting services only the
minimum privileges needed to complete their current task. How-
ever, achieving PoLA at cloud scale is currently impractical because:
(i) security is retrofitted onto applications with externally defined
policies, rather than being a first-class citizen of the application
development process; and (ii) it is costly to tightly secure and main-
tain realistic applications using policies developed independently
from the applications [9, 35]. An application-driven PoLA approach
would provide a more effective path to robust security.

Capability-based security is ideal for enforcing application-driven
PoLA, but no existing capability system can operate at cloud scale.
The security benefits of capabilities are well established, includ-
ing privilege minimization, mitigation of confused deputy attacks,
and elimination of ambient authority [18, 21]. Each capability is
an unforgeable token that allows its holder to securely “invoke” a
specific operation. In turn, the holder of a capability can securely
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and dynamically “delegate” it to another party, who then holds a
copy. The original holder remains, however, in control and can later
“revoke” the delegation, ensuring that the delegated permissions are
no longer valid. In the ML inference example, application-driven
PoLA can be implemented by replacing RPCs with capability in-
vocations [29]. The ingestion service would convert authorized
file references into capabilities, delegating them to the inference
service and revoking them after the computation. This approach
enables flexible computations while ensuring security invariants
across services and minimizing per-task privileges.

Unfortunately, previous capability systems cannot reach cloud
scale because they cannot address the following challenges: (i) critical-
path performance, by introducing excessive capability-related net-
work messages (e.g., during RPC invocation), or slow network recon-
figuration; (ii) scalability, by having capability book-keeping over-
heads that increase quadratically with the system size; or (iii) fault
tolerance, by treating the entire capability system as a single failure
domain. Previous capability systems exhibit one or more of these
problems, either because they were targeting a different scale or as
a trade-off between these three challenges.

In this paper, we present a distributed capability system that, to
the best of our knowledge, is the first to simultaneously address all
three challenges: critical-path performance, scalability, and fault
tolerance. As a result, we achieve constant-complexity capability
operations at the psecond scale, regardless of system size, including
immediate revocation and with minimal, constant-cost manage-
ment overheads. We present the design of this new system, which
provides the following technical contributions (see § 3):

(1) Self-contained guarded capability sets provide critical-
path performance by minimizing costs associated with delegation
and revocation operations. When looking at application semantics,
only a subset of the delegated capabilities is directly revoked. We
therefore introduce the concept of guarded capability sets, wherein
capabilities can be delegated without updating any central struc-
ture. Within a guarded set, the contents of a capability are directly
serialized as part of an application RPC (i.e., capability invocation),
and a revocation is immediately applied to all capabilities within
the same set. We only need to track the creation of such “capability
guards”, which is a much less frequent operation.

(2) Owner-based metadata sharding provides fault tolerance,
ensuring that the failure of one node in the system does not affect
other nodes. We observe that capability authorization can be safely
delayed until invocation, and that invocation should always be
possible as long as the invoked application or the node where
it runs have not failed. We therefore co-locate metadata needed
for invocation authorization (namely capability guards), with the
application that the capability points to (the capability “owner”),
ensuring that failure of any other application or node will not
affect failure tolerance. This sharding also helps naturally distribute
capability operations across nodes, eliminating bottlenecks and
facilitating scalability as well as fault tolerance.

(3) Metadata versioning provides the ability to reach cloud
scale with constant system overheads on each node. Capabilities can
be seen as indices to a global, distributed space, wherein delegation
and revocation provide a second, temporal dimension. We directly
represent this temporal dimension by storing a version number for
the node and guard each capability points to. As a result, we avoid
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the costly broadcast operations that other systems need to “clean
up” capabilities when they are revoked, or when an application or
node fail. The versions are large enough that version cleanup can
be performed in the background at negligible cost, even at very
large system sizes.

We provide a careful analysis of previous capability systems and
how they fail to deliver on the various challenges we identified
above (see § 2). We also demonstrate how our system delivers on
all three challenges by evaluating a prototype using a small-scale
data center, as well as modelling it on larger-scale systems (see
sections 3 to 5).

2 Motivation

Capabilities have been extensively studied as an effective mech-
anism to enforce PoLA and enable fine-grained security [18]. A
principled shift to a capability-based cloud is now timely, as the
increasing complexity of cloud applications is pushing existing
security approaches to their limits (§ 2.1).

Nevertheless, capability systems have seen little mainstream
adoption. They are not as well understood as other security mecha-
nisms we use today, even though interest in them is growing (§ 2.2).
In addition, adopting capabilities requires careful consideration
of prior designs, leveraging their insights while addressing their
unforeseen limitations when deployed at cloud scale (§ 2.3).

2.1 Limitations of non-capability systems

Traditional security enforcement mechanisms, such as RBAC and
ABAC, fail to achieve PoLA under the scale and complexity of
modern cloud systems. They define policies that are decoupled
from application semantics, leading to independent policy creation,
maintenance, and synchronisation. Their opinionated abstractions
(roles and attributes) either struggle to capture intricate semantics,
dynamicity, and collaboration, or their policies become excessively
complex when doing so (e.g., role-explosion for RBAC [9] or massive
privilege spaces for ABAC [24]). Policy mining attempts to automate
the creation of complex, least-privilege security policies but only
tackles a symptom of decoupled security abstractions.

2.2 A primer on capability systems

Capability systems allow the secure creation of capabilities, pre-
venting forgery and tampering. This is typically achieved by either
using: (i) cryptographic integrity checks [19]; (ii) a partitioned
state maintained by the OS kernel [5, 12] or (iii) a ISA-controlled
in-memory representation [32].

Capability systems also provide the following operations: (i) in-
vocation performs an operation based on the rights encoded in the
capability — e.g., send a message to another process, or access a spe-
cific memory address; (ii) delegation allows a process to delegate the
authority to invoke that capability to another process by sending
it a copy of a capability it holds — this describes a sender/receiver
relationship that is tracked as the capability derivation tree (CDT);
(iii) diminishing permissions allows delegating a capability to one-
self with monotonically decreasing permissions [30]; and (iv) revo-
cation allows the holder of a capability to invalidate all capabilities
within the CDT subtree rooted at the capability being revoked. One
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System Intended scale Critical-path | Scalability Fault
performance tolerance
Barrelfish [11] X X X
SemperOS [13] Distributed OS X v X
Amoeba [19] v (%) v X
CapNet [6] X X X
Frapctos [29] Data center v X X
BlendCAC [34] | World-wide [oT X v v
This work Data center v v v

Table 1: Comparison of various capability systems across the
three challenges for cloud-scale distributed capabilities. (*)
Design limitations only partially fulfill a challenge.

can combine delegation with permission diminishing to, for exam-
ple, delegate read-only permissions for a file capability that is held
with read-write permissions.

Revoking a CDT subtree is known as selective revocation and is
key for applications to precisely control delegated authority, but it is
also arguably the most complex operation on any capability system.
Note that some form of revocation is always necessary: reusing
resources authorized through a CDT (e.g., a memory allocation)
before the CDT has been fully revoked will lead to use-after-free
security problems. Due to this complexity, some systems instead
provide non-selective revocation [17] or avoid reuse through a
trusted, global garbage collection pass for capabilities [31, 33].

2.3 Challenges of cloud-scale capabilities

We cannot easily shift previous capability systems into the cloud
because the larger scale, greater networking costs, and higher fail-
ure rates put unanticipated pressure on their design. No existing
design fully resolves the following three challenges simultaneously,
favoring one aspect over another: (i) critical-path performance de-
scribes whether the capability operations in § 2.2 are fast enough
to be used on the hot path of applications; (ii) scalability ensures
that the latency and management overheads of all operations are
constant for each node as we increase the system size (i.e., linear
with system size) — failure to do so leads to centralization and
broadcast bottlenecks, introducing unreasonable inefficiencies for
both applications and operators; and (iii) fault tolerance is critical at
cloud scale, given that capabilities are linked to both security and
system utilization, and that cloud-scale systems are known to have
large aggregate failure rates [4].

The CDT is one of the most important parts of a capability
system with selective revocation, as it is updated during creation,
delegation, and revocation and checked during invocation. As a
result, the specific implementation of a CDT has a fundamental
impact on all three challenges. In the rest of this section, we analyze
how relevant capability systems measure up to these challenges, as
summarized in Tab. 1.

Critical-path performance. Many previous systems cannot per-
form at larger scales; e.g., Barrelfish [5] and SemperOS [13] were
designed to execute within a chip. Networked operations become
orders of magnitude slower, often leading application developers
to avoid them by over-permissioning applications and, therefore,
failing to follow PoLA.
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Interestingly, systems will use a distributed CDT to avoid del-
egation overheads, but distributed CDT traversal leads to slower
revocations and, therefore, to system underutilization as resources
cannot be reused until a revocation is globally consistent (e.g., Bar-
relfish and SemperOS). For a subtree of size C, selective revocation
has complexity O(C), leading to up to as many network messages
for CDT traversal.

Other systems rely on technologies that are too slow for critical-
path performance. CapNet [6] enforces delegation and revocation
by updating SDN flow-tables, which can take 10-100 msec [16].
Similarly, BlendCAC [34] relies on blockchain technology with
large and unpredictable latency.

In contrast, FractOS [29] and Amoeba [19, 27] can offer critical-
path performance by embedding capability operations within appli-
cation RPCs. FractOS uses partitioned capabilities and supports all
capability operations with at most one network message. Amoeba
uses cryptographic capabilities; with a poorer permissioning system
(e.g., cannot support diminishing memory ranges), some operations
can require multiple cryptographic passes, and can only prevent
capability forgery at ingress (leading to DoS attacks).

Scalability. With tens or hundreds of thousands of nodes and an
equally large number of applications, in a cloud-scale capability
system with N nodes and K capability ops/sec/node, a centralized
solution is a bottleneck: a single node must process O(NK) op-
erations. This is the case for CapNet, which does central updates
during delegation and revocation.

Distributed solutions such as Barrelfish and FractOS have a
broadcast bottleneck during revocation. Barrelfish uses a two-phase
commit to all nodes, which has quadratic overheads with O(N2K)
messages, and lowers system utilization by delaying resource re-
lease. In contrast, FractOS uses an indirection table to immediately
release resources but needs a broadcast operation to (eventually)
reuse table entries, again with quadratic overheads of O(N2K).

Some systems exist that can reach cloud-scale. BlendCAC lever-
ages blockchain, which requires excessive computation with long
latencies, while the number of miners can further degrade its effi-
ciency. Amoeba employs cryptographic capabilities checked by the
serving application when invoked, which naturally avoids central-
ization and broadcast bottlenecks. SemperOS distributes its CDT
across multiple micro-kernel instances and avoids broadcast bottle-
necks for selective revocation via distributed traversal.

Fault tolerance. A centralized design such as CapNet puts the
entire system in a single failure domain, whereas a distributed CDT
such as in Barrelfish and SemperOS puts multiple nodes in a single
failure domain. This is because failure on any node along the CDT
will partition the data structure and strand its resources. FractOS
uses CDT sharding to avoid both problems but cannot handle node
failures reliably, whereas Amoeba has similar reliability problems.

Replication is not adequate either, as it reduces critical-path
performance; e.g., BlendCAC leverages blockchain, which is orders
of magnitude slower than an application RPC.

3 Design

We now describe the design of our distributed capability system,
which simultaneously addresses all three cloud-scale challenges
(see § 2.3). Our system is an extension of FractOS [29], a distributed
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multi-kernel capability system that targets heterogeneous, disag-
gregated data centers. It is only able to provide critical path perfor-
mance, and we modify it to address all three challenges.

3.1 Application-visible interface

As depicted in Fig. 1, the kernel is deployed as per-node kernel in-
stances known as controllers. Each process can only interact with the
capabilities it holds via its assigned controller, which implements
partitioned capabilities; i.e., capabilities are indices to a per-process
capability table (see userspace application in Fig. 1, and § 2.2).

A capability invocation is routed through the controller network
and into the “owner” process that created the root of that capabil-
ity’s CDT. For example, the Application in Fig. 1 invokes Cap7 to
send a message to SSD Service, who is the owner of that capabil-
ity as well as the SSD1 object it refers to, which is routed through
controllers 2 and 3 (the invoking and the owning controllers, re-
spectively).

Our system provides the same capability types as FractOS: mem-
ory and request. A memory capability represents a memory region
within the owning process and provides remote access to it. It en-
codes an access mode and address range, which can be diminished
(e.g., go from read/write to read-only, or authorize a smaller mem-
ory buffer). A request capability represents the ability to invoke
some remote functionality, such as an access to SSD1 for Cap7 in Fig.
1. Request invocations can be parameterised with other capabilities
that are delegated to the owning process, as well as with a series
of data buffers whose contents are sent as part of an invocation.
These request “arguments” are always received by an invocation
handler function in the capability’s owning process; they can be
used not only to delegate access to other services but also to specify
a “continuation” request to be executed upon completion of the in-
vocation handler. This can be used by applications to implement any
communication model, such as unidirectional RPCs, synchronous
RPCs, or even distributed dataflow.

3.2 Capability system key design ideas

Self-contained guarded capability sets. Capabilities can be de-
rived, invoked, and delegated without contacting additional pro-
cesses or controllers. The internal representation of a capability
(e.g., the arguments in a request) is entirely self-contained within
the controller assigned to the process holding that capability. Every
delegation creates a new copy of that representation (with modified
contents when diminishing it or when adding request arguments).

To avoid the cost and complexity of selective revocation, we
provide it only when applications need it, as exemplified in Fig.
2. Instead of representing the full CDT, processes can explicitly
identify which capabilities need to be selectively revocable (the
root of each subtree on the left of Fig. 2). We call these potential re-
vocation points capability guards (or guards, for short), and replace
the traditional CDT with a guard derivation tree (GDT), as shown
on the right of Fig. 2. The GDT is never updated when capabilities
are derived or delegated (unlike a CDT); instead, the GDT is only
updated when a new revocable capability (i.e., a guard) is explicitly
requested by an application (e.g., c1 and c2 are revocable capabil-
ities with respective guards g1 and g2). This ensures the GDT is
embedded within the conceptual CDT, while being a lot smaller as
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it describes only the guards needed by applications, instead of all
delegations.

During the invocation of Cap7 (top-center of Fig. 1), Contro-
1ler2vVer1 holds a reference to the owner’s GDT (owning con-
troller/guard tuple (Controller3Ver2, Guard2Ver3)), which is
used to send a message to the owning Controller3Ver2, who in
turn uses its GDT to send the invocation information to the owning
process via Guard2Ver3. Revoking the root capability of a guarded
subtree (e.g., c2 in Fig. 2) effectively revokes all derived capabili-
ties (c4, c5) that point to the same guard (g2). Note that when a
guard is revoked, the owning controller will reject invocations for
it and recursively revoke its child guards, effectively providing the
revocation semantics of a CDT.

Owner-based metadata sharding. A GDT is stored within the
owning controller, which is co-located with the owning process.
Any controller holding a capability (on behalf of one of its processes)
that is owned by another controller simply holds a guard reference
(the bottom-left Cap circle in Fig. 1).

This naturally shards physical resources used by processes, to-
gether with capability metadata. GDTs are distributed across the
system, but all invocations can always be checked for revocation
against the owning controller, which must always be contacted for
an invocation (e.g., to deliver a request invocation).

Metadata versioning. All guards owned by a controller are stored
in its guard table, a finite-size data structure in memory. A guard is
globally referenced by other controllers using a tuple that contains
a controller identifier (using the owning node’s address) and a guard
identifier (using an index to the owner’s guard table).

Without delegation tracking or revocation broadcasts (which
fail to address the challenges in § 2.3), naively reusing a guard table
entry, or rebooting a node, will result to the same use-after-free
problems we face with traditional CDTs (see § 2.2).

We therefore introduce guard and controller versioning. Guard
identifiers have a 64-bit unsigned version that is incremented before
a guard table entry is reused, and controller identifier versions are
similarly incremented each time a node is (re)booted (e.g., after a
node failure). Invocation of a revoked capability (or after a node
reboot) will therefore be rejected as the versions will not match.

The system can rarely run out of version numbers. Guard ver-
sions increments are independent between nodes, and a node re-
voking capabilities at line rate will run out guard versions after
4 x 102 years (10° revocations/sec, with a guard table of 8 x 210
entries and 64-bit versions). Similarly, a node with a typical 0.1%
failure rate will run out of controller versions after 2 x 108 years
(64-bit versions). We split the guard version space of a controller
into ranges, select live guards in the oldest version range, assign
them new versions in the youngest available range, broadcast this
change to all controllers as a version upgrade request, and finally
mark the range as free (the same approach applies for node ver-
sions). This results in negligible CPU and network overheads since
guards are often revoked before an upgrade is needed, and we can
pace upgrade messages across a vast timeline.
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Figure 1: FractOS distributed capabilities architecture

3.3 Discussion on cloud-scale challenges

Given the three key design ideas of our capability system, we can
now discuss how they fully address the three challenges for building
a cloud-scale distributed capability system.

Critical-path performance. Our system has constant CPU com-
plexity and no additional network messages for invocation and
delegation, since capabilities are self-contained with their remote
guard references (there are no CDT updates), and piggy-back on
application RPCs. Capability creation is always local and has a
constant cost. Furthermore, the use of guards allows processes to
locally “close” their capabilities without performing any revocation
(i.e., remove a capability from the process’ capability table). When a
single guard is revoked, a network roundtrip message to the owning
node is required, which simply invalidates a guard table entry.

Scalability. Our system eliminates both centralisation and broad-
cast bottlenecks, unlike most of the previous systems. Using guards
ensures that delegation never updates the corresponding GDT.
Owner-based GDT sharding brings various benefits: (i) localizes
GDT management on each owning controller (as opposed to other
systems with distributed CDT management); (ii) provides a simple
serialization point for managing and checking authorization; and
(iii) gracefully distributes load between controllers according to the
load served by their respective processes. Finally, guard versioning
ensures that immediate and selective revocation can be done with a
single network roundtrip to the guard’s owning controller (unlike
previous work, which uses broadcast operations or system-wide
garbage collection).

Fault tolerance. Our system maintains per-node failure domains
and handles failure in a secure way. Owner-based metadata shard-
ing stores all capability metadata, and handles all capability oper-
ations for a resource on the owning controller. This reduces the
failure domain for the resource to a single node. Existing systems
either expand failure domains to all nodes that participate in a
distributed CDT [13], or treat the entire system as a failure domain
[5]. Although node failure is inevitable and can still affect service
availability, controller versioning in guard references ensures that
applications perceive node failure equivalently to if the failed con-
troller revoked all of its capabilities. This enables applications to
safely handle the expected behaviour that their capability was re-
voked, and trigger error handling code such as re-acquiring a new
capability from an available service. Nevertheless, this does not
degrade the system’s fault tolerance, as handling such errors is
up to the applications, similar to how they must already handle
network connection errors today.

iguard = Guard2Ver3
object = SSD1

ctrl = Coniroller3Ver2
lguard = Guard2Ver3
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C* = revocable capability
Subtree 1
- - ~

Figure 2: Relationship between CDT and GDT.

4 Implementation

To build our system, we extended FractOS [29] to address all three
cloud-scale challenges. Processes can only issue controller syscalls
via asynchronous local network messages; both are deployed as
Linux processes, and controller instances are cataloged by a cluster
manager. We modified the controllers and manager to introduce
64-bit versions to both controller identifiers and guard table en-
tries/references (making capability references globally unique and
versioned). To decrease the frequency of guard version increments,
we batch guard table entry releases and monotonically increase
a guard version counter with each batch. We also modified the
controllers to move all control plane operations to a separate thread
(e.g., handling guard batches or remote node failures), which im-
proves application tail latency.

5 Evaluation

We evaluate the critical-path performance of our system, and study
its scalability using both a small prototype cluster and a mathe-
matical model for larger cluster sizes. We do not quantify fault
tolerance; as discussed in § 3 and § 4, the design provides per-node
failure domains, and enables applications to handle service failures
as expected behaviour (equivalent to revocations).

5.1 Methodology

We perform all measurements in a 7-node cluster where nodes have
2x Intel Xeon E5-2630 v4 CPUs, 64-92GB DRAM and 1x 100 Gbps
Mellanox ConnectX-4. Our larger 63-node cluster is emulated by
deploying up to 63 FractOS controllers across all physical nodes,
and pinning all system and application threads to separate CPUs
and NUMA-aware allocations.

5.2 Critical-path performance: Capability
operations

We have measured the latency of core capability operations on
our system to determine if they are suitable for the critical path
of applications. The results are summarized as a breakdown of the
main operations in Fig. 3, with experiments repeated until having
a standard deviation below 3% of the mean, with 20 confidence.
They include creation of a single capability (Create), invocation of
a two-way RPC that goes across two controllers (Empty RPC), and
two more RPC variants where a single capability is delegated (RPC
w/ delegate) and where a capability is created, delegated and finally
revoked at the end of the RPC (RPC w/ delegate+revoke).
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Figure 3: Latency of core capability operations.

@ 55 “ 1000

= — BBR @ —— BBR (20% ctrl

> 45 == Versioned cap. — —| BBR (10% ctyfs)

E 35 - - |deal E 500 17— Versioned

ot 'S

B8 25 =i

= =

8 15 7 T T T O O B T T T T

:% 0 20 40 60 % 020k 60k 100k
DC size [#ctrls] = DC size [#ctrls]

Figure 4: Application latency and network overheads for the
prototype cluster (left) and large-scale model (right).

The last variant is particularly important as it allows us to per-
form a secure RPC that can only be responded to once. This ap-
proach strictly follows PoLA and has performance independent of
system size (see below), while providing well within existing (unse-
cured) RPC solutions [26]. These results hold at the 99th percentile
with 10K ops/sec on each node for the more complex RPC, and
with 200K ops/sec for the empty RPC (not shown for brevity).

Conclusions: All operations have performance within existing
application-level RPC solutions. Unlike other capability systems
with a distributed CDT, we can efficiently piggyback all capability
operations on existing application RPCs without impacting their
performance.

5.3 Scalability: Capability revocation

We have measured the performance of our versioned capability
implementation, and compared it against an implementation on
the same system using broadcast-based revocation (BBR; present in
Barrelfish and FractOS); we do not compare against other designs
with centralized or distributed CDTs, as they impact fault tolerance
(see § 2).

Latency measurements: The results for both designs are shown
in Fig. 4 (left), together with an ideal design where revocations
have no performance impact. Revocation is the most important
operation for scalability on these designs, and we measure the
interference it introduces on a simple application that executed
empty syscalls at 10K ops/sec; on the same node, we place an
application that continuously delegates and revokes a capability to
another application in a remote node, also at 10K ops/sec.

We can observe that the revocation overheads of BBR increase
with system size and cannot reach data center scale, since the
controller is increasingly busy doing broadcasts. In comparison,
versioned capabilities have a constant cost regardless of system
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size, only slightly above the ideal case (due to sub-optimal cache
coherency traffic in the controller). A similar measure on all other
controllers shows that BBR has a constant application-visible over-
head for processing the incoming broadcasts, whereas we have
negligible overhead.

Network Transmission: We have also measured the network traf-
fic introduced by revocations using our virtual cluster and used
that as a base to model a cloud-scale system. The results are shown
in Fig. 4 (right), using the same application configuration and revo-
cation protocols, and show the aggregate network traffic used by
the revocation operations as we vary the number of nodes doing
revocations concurrently.

We can see that traffic with BBR increases quadratically with
the system size, and reaches close to 1,000 TB/sec with only 20% of
the nodes doing revocations. In comparison, versioned capabilities
introduce no network traffic whatsoever.

CPU Overheads: Similarly, CPU time for BBR increases quadrati-
cally with system size, whereas for versioned capabilities, it grows
linearly with the number of revocations.

Conclusions: Capability versioning provides support for selec-
tive revocation at constant, negligible cost per node, regardless of
system size. This is unlike other approaches such as BBR, while at
the same time, versioning provides strong fault tolerance properties.

6 Conclusions

We discussed the necessity of adopting cloud-scale PoLA to build
secure cloud applications, how capabilities are key to effectively
achieve that, and tackled the challenges that such a distributed capa-
bility system faces. We analyzed existing systems, identifying their
shortcomings in critical-path performance, scalability, and fault
tolerance, and presented a new capability system that (to the best
of our knowledge) is the first to simultaneously address all three.
Our evaluation shows microsecond-scale capability operations and
low system overheads that remain constant regardless of data cen-
tre size. While transitioning cloud applications to capability-based
security is non-trivial, this work seeks to reduce access control as a
barrier to cloud-scale PoLA.
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