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Abstract—Neural networks (NNs) have demonstrated their
potential in a variety of domains ranging from computer
vision to natural language processing. Among various NNs,
two-dimensional (2D) and three-dimensional (3D) convolutional
neural networks (CNNs) have been widely adopted for a broad
spectrum of applications such as image classification and video
recognition, due to their excellent capabilities in extracting 2D
and 3D features. However, standard 2D and 3D CNNs are
not able to capture their model uncertainty which is crucial
for many safety-critical applications including healthcare and
autonomous driving. In contrast, Bayesian convolutional neural
networks (BayesCNNs), as a variant of CNNs, have demonstrated
their ability to express uncertainty in their prediction via a
mathematical grounding. Nevertheless, BayesCNNs have not been
widely used in industrial practice due to their compute require-
ments stemming from sampling and subsequent forward passes
through the whole network multiple times. As a result, these
requirements significantly increase the amount of computation
and memory consumption in comparison to standard CNNs. This
paper proposes a novel FPGA-based hardware architecture to
accelerate both 2D and 3D BayesCNNs based on Monte Carlo
Dropout. Compared with other state-of-the-art accelerators for
BayesCNNs, the proposed design can achieve up to 4 times
higher energy efficiency and 9 times better compute efficiency.
An automatic framework capable of supporting partial Bayesian
inference is proposed to explore the trade-off between algorithm
and hardware performance. Extensive experiments are conducted
to demonstrate that our framework can effectively find the
optimal implementations in the design space.

Index Terms—Bayesian convolutional neural network
(BayesCNN), Three-dimensional convolutional neural network
(3D CNN), Field-programmable gate array (FPGA), Deep
learning

I. INTRODUCTION

The past decade has witnessed a great success of neural
networks (NNs) in a wide range of artificial intelligence
(AI) tasks [1], [2]. Among various NNs, two-dimensional
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Fig. 1. Comparison of prediction confidence histograms for random noise
input between Bayesian neural network and a standard neural network.
Bayesian neural network correctly shows higher uncertainty, and its confidence
histogram is wider and with a lower normalised frequency than a standard
neural network.

(2D) convolutional neural networks (CNNs) have demon-
strated their excellent algorithm performance primarily in
2D computer vision (CV) applications, such as in semantic
segmentation [3], [4] or object detection [5], due to their ability
to extract 2D patterns. To incorporate temporal information
into analysis and prediction, three-dimensional (3D) CNNs
have been proposed [6], which are more suitable for 3D CV
applications such as human action recognition [7] or video
segmentation [8]. Although both 2D and 3D CNNs have
become popular in various CV applications, these models are
not able to express their model uncertainty which is crucial for
a variety of safety-critical applications such as in healthcare [9]
or autonomous vehicles [10].

Bayesian convolutional neural networks (BayesCNNs) [11],
including both 2D BayesCNNs [12] and 3D BayesCNNs [13],
represent a variant of CNNs that are able to treat their uncer-
tainty by modelling their weights as probability distributions.
A comparison between 2D BayesCNN and a standard 2D CNN
in an image classification task is presented in Figure 1. Given a
completely irrelevant input, 2D BayesCNN demonstrates low
confidence and thus high uncertainty, while the standard 2D
CNN is overconfident in its incorrect prediction. Therefore,
through the use of BayesCNNs, practitioners are able to explic-
itly capture special cases [12] and they have become relevant
to applications where the notion of uncertainty estimation is
essential, such as in medicine [4].

Nevertheless, the algorithm complexity of BayesCNNs puts
a large burden on their real-world hardware performance.
Due to the high dimensionality of modern BayesCNNs, it is
intractable to analytically compute their predictive uncertainty.
Instead, the predictive distribution can be approximated by
Monte Carlo (MC) sampling that requires repeated sam-
pling of the weight distributions, and then the input data
are run through the BayesCNNs multiple times, which can
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prevent real-time applications. For instance, Bayesian ResNet-
18 requires nearly 132 seconds to predict the outcome with
respect to only a single input on an Intel Core i9-9900K
CPU, which cannot meet the requirements of practical real-
time applications [14]. This problem is further exacerbated
while considering 3D BayesCNNs, as they are more compute-
intensive and memory-intensive than 2D BayesCNNs [15].
Therefore, there is a great demand for specific hardware
designs for accelerating BayesCNNs.

Although several hardware accelerators and algorithm ap-
proximation techniques [16]–[19] have been proposed to im-
prove the hardware performance of BayesCNNs, there are
several drawbacks in these approaches:
• The implementation needs of both a compute engine and

weight samplers makes the hardware design resource and
memory-demanding, which degrades the hardware perfor-
mance of BayesCNNs.

• Current accelerators can only support 2D BayesCNNs. It is
especially challenging to accelerate Bayesian 3D CNNs as
they require more memory and computation.

• To obtain the uncertainty estimation, these accelerators
repeatedly perform S forward passes through the whole
BayesCNN without considering whether it is actually nec-
essary from the algorithm perspective, which makes them S
times slower than standard CNNs.
To address these challenges, we propose an field-

programmable gate array (FPGA)-based hardware design
to accelerate BayesCNNs based on Monte Carlo Dropout
(MCD) [12], [20]. The proposed accelerator is versatile to
run both 2D and 3D BayesCNNs with the support of fine-
grained parallelism. To improve the hardware performance, we
consider partial BayesCNNs to decrease the amount of compu-
tation required. An intermediate-layer caching (IC) hardware
implementation is also proposed to reduce the on-chip and
off-chip memory traffic. To explore the trade-off between
algorithm and hardware performance, an automatic framework
is proposed to find the suitable hardware configurations and
algorithm parameters given users’ hardware constraints and
algorithm requirements. We choose FPGAs as our hardware
platform because of its better flexibility over ASICs, which we
utilize in our hardware optimizations for different BayesCNNs,
and higher energy efficiency than GPUs [21]–[27].

In summary, our contributions include:
• A novel hardware architecture to accelerate Monte Carlo

Dropout-based 2D and 3D Bayesian convolutional neural
networks (BayesCNNs). A new intermediate-layer caching
technique also helps the proposed design to achieve high
performance and efficiency (Section III and IV).

• An automatic framework for both 2D and 3D BayesC-
NNs to explore algorithm-hardware performance trade-off
provided by partial Bayesian inference under user-defined
constraints (Section V).

• A comprehensive evaluation of algorithm and hardware
performance on different datasets with respect to various
state-of-the-art Bayesian 2D and 3D CNNs (Section VI),
which demonstrates the versatility and effectiveness of our
hardware architecture and automatic framework.

Fig. 2. 2D and 3D convolutional operations. The channel dimension of feature
maps is not shown for simplicity.

This work extends our conference publication [14]. The ex-
tended material includes: 1) an improved hardware architecture
to accelerate both 2D and 3D BayesCNNs; 2) an extended
automatic framework to optimize the algorithm and hardware
performance for both 2D and 3D BayesCNNs; 3) an extensive
evaluation of a wide range of BayesCNNs targeting various 2D
and 3D image datasets.

II. BACKGROUND

A. 2D and 3D Convolutional neural networks

In general, 2D or 3D CNNs are constructed by sequential
layering of 2D or 3D convolution and pooling operations,
which gradually refines the input into a prediction [28]. 2D
CNNs have been widely deployed in various 2D computer
vision (CV) applications such as image segmentation [4],
image classification [29] or object detection [30].

To efficiently extract 2D spatial features, 2D CNNs adopt
the 2D convolutional operation to process and analyse images,
which is illustrated in Figure 2(a). In this example, a 2D
convolutional filter (2D Conv Filter) with KH = KW = 3
is applied to all the pixels in a sliding-window fashion in an
input channel to extract relevant features. The notation used
in this paper is summarised in Table I.

However, when considering 3D data with an additional
temporal dimension, such as a video clip, the 2D convolution is

TABLE I
PARAMETER NOTATION USED IN THIS PAPER.

Parameter Description
H The height of input feature map
W The width of input feature map
KH The kernel height
KW The kernel width
KL The kernel length along temporal dimension
C The number of channels
F The number of filters
L The length along temporal dimension
PV The data parallelism level
PC The channel parallelism level
PF The filter parallelism level
N Number of layers or network depth
S Number of Monte Carlo samples
B Number of Bayesian layers from the end

Nlfsr Number of LFSRs to implement Bernoulli sampler
p Dropout probability

EFFio IO communication efficiency
FREQio IO clock frequency
FREQpl Clock frequency of programmable logic (PL)
DFIFO The depth of FIFO
BW Bandwidth between on-chip and off-chip memory
V Data bit-width

DSP DSP consumption
MEM Memory consumption
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(a) 2D Max Pooling Operation
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(b) 3D Max Pooling Operation
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Fig. 3. 2D and 3D Max Pooling Operations.

no longer suitable. In 2D CNNs, 2D convolution would use the
same 2D filter for different temporal frames, and thus it would
not be able to capture the temporal information. To address
this issue, 3D CNNs were proposed [31] with the ability of
incorporating the third-dimensional information. Due to their
capability to factor in the third-dimensional information in
their prediction, 3D CNNs have been widely adopted in 3D
CV tasks such as human action recognition [30], [31] and
video segmentation [32]. 3D CNNs adopt 3D convolution that
applies different convolutional filters for different consecu-
tive frames along the temporal dimension. The results from
different convolutions-frames are then aggregated together to
generate output feature maps. Hence, the 3D CNN is able
to capture and preserve the information existing in the third-
temporal dimension. An example of 3D convolution with a 3D
convolutional filter (3D Conv Filter) (KH = KW = KL = 3)
is illustrated in Figure 2(b). The 3D convolutional filter is
formed as a cube and each frame, given a video input, is
processed by a different filter with kernel size 3× 3× 3.

Apart from convolutional operations, 2D and 3D CNNs
adopt different pooling operations, namely 2D and 3D pooling
to distillate the retrieved information from previous convolu-
tions. An example of 2D and 3D maximum pooling (Max
Pooling) is presented in Figure 3(a,b). In 2D CNNs, the 2D
pooling is applied in each frame separately, and thus it can
only distillate information to reduce the input size in the
spatial dimension. Whereas, 3D CNNs perform 3D pooling
in both spatial and temporal dimensions, and therefore 3D
pooling operations are able to consider all three dimensions
by reducing the input size in both temporal and spatial
dimensions.

B. Bayesian Convolutional Neural Networks

Bayesian inference [11] aims to make the previously dis-
cussed 2D or 3D CNNs more robust to overfitting and enable
them to quantify their model uncertainty [33]. Bayesian infer-
ence does this through learning a distribution over the weights
of the NN, e.g. when considering the previously described
Conv filters, instead of pointwise estimates, adopt a Bayesian
NN or a BayesCNN. The learning of the distribution p(w|D)
for the weights w with respect to some observed data D is
hence done through the Bayes rule. The Bayes rule combines
the belief about the noise in the data in the form of the
likelihood p(D|w) and the prior distribution over weights
p(w), such that p(w|D) = p(D|w)p(w)

p(D) . p(w|D) is the target
posterior distribution over the weights w that we wish to learn
and use to make predictions about previously unobserved data.

Nevertheless, due to the high dimensionality of modern
Bayesian NNs it is intractable to analytically compute the
posterior distribution p(w|D) and it needs to be approxi-
mated with respect to a parametrizable variational distribution
q(w|θ,D) and some learnable parameters θ. The resultant
distribution q(.) can then be used to make predictions for
previously unseen data D∗ through an integral p(D∗) =∫
p(D∗|w)q(w|θ,D)dw. This integral is again intractable

due to the nonexistent closed-form analytical solution of the
variational posterior and it needs to be approximated through
MC sampling with S samples as shown in (1):

p(D∗) = 1

S

S∑
s=1

p(D∗|ws); ws ∼ q(w|θ,D) (1)

Given p(D∗), it is then possible to quantify the previously
discussed uncertainty. The required repeated runs with respect
to the variational posterior and sampling demand efficient
hardware processing to reduce the compute cost of the forward
pass through the Bayesian NN S times. To target this chal-
lenge, this work proposes an efficient FPGA-based accelerator
for Bayesian NNs as well as an accompanying automatic
framework for optimization.

1) Monte Carlo Dropout (MCD): Monte Carlo Dropout
(MCD) approaches the learning of the variational distribution
over weights q(w|θ,D) [12], [34] as casting dropout [35] with
weight decay or L2 regularisation as Bayesian inference. The
concept of dropout lays in randomly dropping out connections
in a NN in order to achieve more robust feature detection and
independence between neighboring units. Hence, MCD can be
described as applying a random filter-wise mask M i ∈ RFi ,
to the output feature maps Y i of layer i with Fi dimensional
filters [20]. The mask M i follows a Bernoulli distribution
p(M i|pi) which generates binary random variables (0 or 1)
with the probability pi ∈ (0, 1). To get the final output Oi

for layer i under MCD, the computation can be formulated as
shown in (2):

Oi = Y iM i (2)

The uncertainty estimation and prediction are thus obtained by
running the same input through the BayesCNNs S times, each
time with a different set of sampled masks M which translate
into sampling q(wi|θi,D) for each layer i where MCD is
applied, and averaging the outputs as shown in (1). The θi are
the learnt variational parameters, e.g. the Conv filters. Unlike
the dropout used in standard NNs which is only enabled during
training, MCD applies the dropout during both training and
evaluation. The works [4], [12], [20], [36] demonstrate that
MCD can achieve a high quality of uncertainty estimation.

2) Partial Bayesian Inference: A completely Bayesian NN
should be inferred such that every layer’s parameters are
modelled as distributions instead of pointwise estimates, which
translates into applying MCD to every layer [12]. However, the
authors in [10], [36]–[38] have demonstrated theoretically and
empirically that combining Bayesian and non-Bayesian layers
in the same network, and thus making the network partially
Bayesian, can bring algorithm benefits such as improved
uncertainty estimation and accuracy. Assuming there is an N -
layer NN, in this work we assume ordered partial Bayesian NN
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by being Bayesian in the last B layers (B ≤ N ) layers which
makes the first N −B layers behave as a feature extractor for
the Bayesian remainder. Partially applied dropout then enables
trade-off between algorithm and hardware performance and
uncertainty estimation [36]. In this work, we explore this trade-
off by proposing a framework for determining the positioning
of MCD at different parts of the NN which results in a partial
Bayesian NN.

C. Related Work
1) FPGA-based CNN Accelerator: Various FPGA-based

accelerators have been proposed to accelerate standard 2D
CNNs with high energy, compute, memory and resource
consumption efficiency. By thoroughly exploring the hardware
design space and utilizing the roofline model [39] Zhang et
al. [21] optimized an FPGA-based accelerator for 2D CNNs.
Ma et al. [22] further improved the hardware performance
of 2D CNNs on FPGAs by studying and exploiting the
convolution’s looping. Yu et al. [23] proposed an end-to-
end compiler called DNNVM that leverages heterogeneous
optimizations to accelerate 2D CNNs on FPGAs. However,
the support of 3D CNNs on these designs was not established
and optimized.

Fan et al. [15], [40] proposed an FPGA-based accelerator
for 3D CNNs with an optimized computational pattern to
decrease the memory traffic between the off-chip and on-
chip memory. By utilizing different spatial and temporal tiling
strategies, Kartik et al. [41] proposed Morph to accelerate
3D CNNs with high energy efficiency. While both [15], [41]
focused on accelerating 3D CNNs, Shen et al. [42] were
the first to accelerate both 2D and 3D CNNs on a uniform
template-based architecture using a Winograd algorithm [43].
However, the use of the Winograd algorithm requires extra
logic resources to implement the transformation of input
and output matrices. Liu et al. [44] proposed an uniform
architecture based on 2D multiply-accumulate (MAC) array.
Their design uses low bit-width fixed-point arithmetic and
hence the algorithm accuracy cannot be guaranteed.

At the same time, a significant research effort has been
invested into studying compression techniques for accelera-
tion, such as quantization [45]–[48], pruning [49], [50] and
neural architecture adaptation towards hardware-efficient de-
ployment [51], [52]. A comprehensive literature review of
compression techniques for custom hardware was summarized
in [24]. However, these techniques and designs mainly focus
on accelerating standard CNNs, without considering the sup-
port for 2D or 3D BayesCNNs.

2) Acceleration for BayesCNNs: Compared with standard
CNNs, BayesCNNs are more compute and memory-intensive
as discussed in Section II-B. They require the MC sampling
which demands repeated random number generation and mul-
tiple feed-forward passes to obtain the predictive distribution
and hence quantification of uncertainty. Cai et al. [16] pro-
posed a hardware design named VIBNN to accelerate Bayesian
NNs on an FPGA. However, VIBNN can only support linear
feed-forward layers, which limits its generality to solving
real-world problems. Myojin et al. [17] proposed an FPGA-
based accelerator with multiple computational engines that

run multiple samples in parallel. However, their design can
only support binarised Bayesian NNs. An efficient inference
algorithm for Bayesian NNs named BYNQNet with a corre-
sponding FPGA-based implementation was proposed in [18].
The work employs quadratic nonlinear activation functions to
simplify the hardware design for sampling-free Bayesian NNs.
However, the restriction placed on the nonlinear activation
function limits their applicability to modern architectures. Wan
et al. [19] proposed an FPGA-based hardware accelerator
that intelligently skips the redundant computations in 2D
BayesCNNs. Nevertheless, its support for Bayesian 3D CNNs
is unknown and several algorithm metrics such as the quality
of uncertainty prediction and confidence were not evaluated
and explored. Jia et al. [53] proposed the feature decomposi-
tion and memorization techniques to reduce the computation
required by 2D BayesCNNs. Nevertheless, their optimization
is only performed on the software level.

Different from the previous work, our paper proposes a
unified hardware architecture to accelerate both Bayesian 2D
and 3D CNNs based on MCD. To further improve the hard-
ware performance, we overlap the Bernoulli sampling with
the computation, and propose a hardware-efficient intermediate
layer caching implementation to reduce the unnecessary mem-
ory traffic and computation. By exploiting partial Bayesian
inference, an automatic tool is introduced to explore algorithm-
hardware design space.

III. HARDWARE DEVELOPMENT

A. Hardware Design

1) Design Overview: An overview of our proposed FPGA-
based accelerator is presented in Figure 4. It mainly consists
of a neural network engine (NNE) and a Bernoulli sampler
along with an interface to interact with the off-chip memory.
As the channel size, filter size and the size of feature maps
vary among different BayesCNNs, the NNE is designed to
support three categories of configurable parallelism, including
channel parallelism (PC), vector parallelism (PV ) and filter
parallelism (PF ) to meet different algorithm needs.

...

MAC (PC)

PV

... ...

ReLU Pool SC
Dropout 

Mask

...

PF

Bernoulli 
Random 
Variables

Processing Engine Functional Engine Dropout Engine

PU
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FU DM
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Fig. 4. Overview of the FPGA-based accelerator.
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Fig. 5. Hardware architecture of the Bernoulli sampler.

2) Neural Network Engine (NNE): We design the NNE to
perform 2D or 3D convolution and its following functional
layers such as rectified linear unit (ReLU) and pooling at
a given time. The NNE is composed of a processing en-
gine (PE), a functional engine (FE), a dropout engine (DE)
and different memory buffers to cache inputs, weights and
intermediate results. In PE, there are PC processing units
(PUs) with each PU followed by a ReLU unit which can be
optionally bypassed. The PU is where we perform the 2D or
3D convolutional operation. At the beginning of the PU is a
MAC unit with PC multipliers followed by a log2PC-level
adder tree and an accumulator. As our accelerator adopts the
8-bit linear quantization [54] to improve the overall hardware
performance, a quantization (Quant) module is designed after
the MAC unit to map the accumulated 32-bit results back to
8-bit integers for the use in the next layer. The functional
engine is designed to perform 2D or 3D pooling and shortcut
(SC) addition. Since the 3D pooling needs compute results
from adjacent frames and the SC addition requires to perform
addition between the outputs and the input, a memory buffer
is designed to cache the necessary data required by both
operations. To perform dropout, the DE receives the Bernoulli
random variables (1 or 0) from the Bernoulli sampler and
creates a mask to randomly drop intermediate output filters.

As there are limited on-chip memory resources on FPGAs,
especially considering FPGAs for edge deployment, it is
impossible to cache all intermediate results of multiple con-
volutional layers in a deep BayesCNNs on-chip. To improve
the generality of our accelerator, we only deploy one NNE
on-chip and run the whole network layer-by-layer using the
same NNE. In this manner, outputs generated from the DE will
be transferred back to the off-chip memory from the on-chip
memory. At the same time, the inputs of the next convolutional
layer need to be loaded from off-chip memory into the on-chip
memory. To decrease the memory transfer time between on-
chip and off-chip memory, double buffer technique is used for
both input buffer and weight buffer design to hide the transfer
time into the computation time [55].

3) Bernoulli Sampler: To perform MCD, it is required to
generate random 1s and 0s at runtime to randomly dropout
some filters in the output feature map as illustrated in (2).
The probability of 1s and 0s is specified by the dropout
rate p, which is a user-defined hyperparameter. To generate
random binary values with user-defined probability, we design
a Bernoulli sampler as illustrated in Figure 5.

The basic hardware module in the proposed Bernoulli
sampler is a 4-tap linear feedback shift register (LFSR), which
generates a pseudo-random single bit, being 0 or 1, per cycle
with a probability 50%. The LFSR is composed of a chain
of shift registers formed as a closed loop. The maximum
sequence length Smax of the LFSR depends on the number of
shift registers Nreg used in the loop: Smax = 2Nreg − 1. As
the Nreg is equal to 128 in this work, the used LFSR design
would take 1500 years to iterate through the whole sequence
when clocked at 160MHz [56]. To perform the Bernoulli sam-
pling with user-defined probability, we deploy Nlfsr LFSRs
with extra logic, where Nlfsr is a reconfigurable hardware
parameter specified by users. For instance, to perform the
Bernoulli sampling with 25% probability for generating a 1,
the design would consist of two LFSRs with an extra AND
gate processing the outputs of the two LFSRs each clock cycle.
In this paper, we set the maximum value of Nlfsr as 5, and
thus the minimum Bernoulli probability for keeping an output
filter is p = 1

25 .
As shown in Figure 4, there can be up to PF dropout masks

in each dropout engine and each dropout mask requires one
random bit from the Bernoulli sampler. Therefore, we design
a serial-in-parallel-out (SIPO) module after the bit-wise logic
module to cache and expand the output bitwidth to PF -bits
using different random bits.

Since different convolutions in different layers are processed
at different speeds, a first-in-first-out (FIFO) buffer is placed at
the end of the Bernoulli sampler to cache generated Bernoulli
random variables and pop out the mask when required. To
improve the hardware performance, we overlap the random
mask generation of the Bernoulli sampler with the main
execution in the NNE, e.g. convolution or pooling.

4) Smart Buffers: The design of both data and weight
buffers needs to consider the support of the previously dis-
cussed parallelism in the proposed NNE. As mentioned in Sec-
tion III-A2, the NNE adopts parallelism in filter (PF ), channel
(PC) and vector (PV ) dimensions. In this work, we propose
smart data and weight buffers to support the computation with
respect to the three types of parallelism.

Smart Data Buffer — A design overview of the smart data
buffer is presented in Figure 6. It mainly consists of a read
address generator (RAG), a tree-like fan-out, a crossbar and
PC × PV random access memory (RAM) banks. Before the
processing of each layer, the input data is loaded from the off-
chip memory, and then cached in the on-chip RAM banks. To
generate the read address for each layer, the RAG receives
signals such as the kernel size and stride length from the
controller, and outputs the read address to RAG. Together
with the crossbar and RAG, the RAM banks are able to output
PC×PV data in parallel in a sliding window manner required
by both 2D and 3D convolutions. Because one convolutional
layer shares the same input feature maps among different
filters, we use the tree-like fan-out at the end of the smart data
buffer to simply duplicate the outputs by PF times to support
the parallelism in the filter dimension, which is implemented
through a hand-written hardware module to explicitly improve
the timing of the design.
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Fig. 6. Hardware design of the smart data buffer.

In terms of the RAM banks, we first separate them into PV
groups where each group contains PC RAM banks. Within
each bank group, the data arrangement follows the channel-
first rule, which means the data from different channels at
the same spatial position are stored first, and spanned equally
across different banks within one group. Then, the data be-
longing to the same row are distributed across different bank
groups vertically. Following this manner to store one row, we
store the rest of data in our smart data buffer horizontally
row-by-row and frame-by-frame.

An example of the data arrangement when the input height
H = 2, the input width W = 2, the input channel size C = 4
and the temporal length L = 2 is illustrated in Figure 7,
where the spatial and temporal positions are denoted by
different colors and the different channels are represented
using C1∼C4. As it can be observed, the data with the same
color, i.e. position, from different channels are stored first
within each bank group. Then, the first and second data in
the first row of the first frame are distributed in the first and
second bank groups respectively. The rest of data are then
stored horizontally row-by-row and frame-by-frame.

Smart Weight Buffer — The design of the smart weight
buffer is relatively simple in comparison to the data buffer
since weights or the variational parameters do not need to be
fetched in the sliding window manner. Therefore, the smart
weight buffer only contains PC × PF FIFOs and a tree-like
fan-out as illustrated in Figure 8. The weights of current layer
are loaded from the off-chip memory to on-chip FIFOs before
the processing for a given layer. Then, FIFOs operated by the
controller output PC × PF weights in parallel to the PE.
The fetched weights will flow back to FIFOs for data reuse.
Since different data vectors along PV parallelism share the
same weights, a tree-like fan-out is designed at the end of
the buffer to duplicate the weights PV times. In FIFOs, the
weights are stored according to the data arrangement in the
smart data buffer described in the previous Section to ensure
that the PE receives the corresponding weights.
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Fig. 7. The data arrangement in the smart data buffer.
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Fig. 8. Hardware design of the smart weight buffer.

B. Mapping 2D and 3D Operations

Based on the hardware accelerator proposed in Section III,
we now present a way how to map both 2D and 3D operations
into the described unified architecture.

1) 2D and 3D Convolution: As indicated in [57], both
2D and 3D convolutions are the most memory and compute-
intensive operations in modern CNNs [2]. To improve the
overall performance, we optimize the 2D and 3D convolutions
as illustrated in the Algorithm 1. Note that 2D convolution is
a special case of 3D Convolution where the temporal length
L,KL = 1.

Algorithm 1 Optimized 2D and 3D Convolution.
1: for (l = 0; l < L; l ++)
2: for (f = 0; f < F/PF ; f ++) . Tiled
3: for (h = 0;h < H;h++)
4: for (w = 0;w < W/PV ;w ++) . Tiled
5: for (kl = 0; kl < KL; kl ++)
6: for (kh = 0; kh < KH ; kh ++)
7: for (kw = 0; kw < KW ; kw ++)
8: for (c = 0; c < C/PC; c++) . Tiled
9: for (i = 0; i < PC × PV × PF ; i++)

10: Perform Convolution

Since our hardware design supports three categories of
parallelism, i.e. PF , PC and PV , we first tile the filter,
channel and width loops so that the innermost loop marked by
the blue box in Algorithm 1 can be mapped into the NNE. In
the innermost loop, because the results are only accumulated
together along the channel dimension, the tiling will produce
PF × PV intermediate results. To avoid caching too many
intermediate results, only the computation associated with the
PF × PV intermediate results is performed, such that they
can be transferred to off-chip memory as soon as possible.
Therefore, we compute the channel and kernel (c, kh and kw)
loops right after the innermost loop, which is highlighted by
the red box in Algorithm 1. The temporal (kl) loop is set as
the outermost loop so that only KL input frames need to be
cached in the on-chip memory. To decrease the memory usage
of the smart weight buffer, the convolution is then performed
PF filters by PF filters such that only PF filters of weights
are cached on-chip each time.

2) 2D and 3D Shortcut Addition: The shortcut (SC) ad-
dition was originally proposed in a ResNet pointwise 2D
CNN architecture to fast-track gradient propagation and thus
achieve better accuracy [2]. Given its success, the SC has
been widely adopted in various BayesCNNs to achieve better
algorithm performance [58]. While performing SC addition for
2D BayesCNNs, we store a copy of the input data in the SC
buffer as illustrated in Figure 9(a). The cached input frame is
then added with the output of a convolution to generate the
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Fig. 9. Hardware implementation of the 2D and 3D SC addition.

final result for that layer. When our design is used to accelerate
3D BayesCNNs, there are KL consecutive frames cached in
the smart data buffer. Instead of caching the entire input,
3D SC addition only caches a single corresponding frame in
the SC buffer to reduce the on-chip memory consumption.
An example of 3D SC addition when KL = 3 is presented
in Figure 9(b), where only one input frame is stored in the SC
buffer when required.

3) Other Operations: Similarly to SC addition, the 3D
pooling caches the previously-generated results in a buffer.
The cached results will then be used together with the outputs
of current convolution to perform 3D maximum or average
pooling. Note that, the SC buffer is reused as a pooling
buffer to reduce the on-chip memory consumption. The batch
normalization (BN) [59] is fused into the convolution to reduce
computation and memory consumption [60].

In terms of other operations, such as ReLU and MCD, since
they do not include any data dependency, 3D operations can be
performed by applying their corresponding 2D implementation
frame by frame.

IV. HARDWARE OPTIMIZATION

A. Overlapping Sampling with Convolution

To improve the overall hardware performance, we propose
to overlap the Bernoulli sampling with the computation of the
BayesCNN. We observe that the sampling does not depend
on the input data, and thus it can be performed independently
before or during the evaluation of the BayesCNN. Since
generating random binaries for all layers B and samples
S will consume too much on-chip memory, we propose an
overlapping strategy as shown in Figure 10.

To reduce the on-chip memory consumption, our proposed
overlapping strategy only pre-samples Bernoulli random vari-
ables for one layer before each 2D or 3D convolutional layer is
executed. In this way, since all the random variables required
by the currently executing convolutional layer were generated
and cached in the on-chip memory, the computation can be
executed without any stalls. At the same time, the sampling
of the next convolutional layer can be overlapped with the
computation of the current layer, which improves the overall
hardware performance.
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Fig. 10. An example of overlapping sampling with computation. The
BayesCNN contains B Bayesian layers and performs S = 2 MC samples.
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Fig. 11. An example of a two-layer Bayesian CNN which computes two
samples to obtain the prediction. The input and output data are denoted by
Inij and Outij where i means ith iteration and j represents jth layer. The last
linear layer is not shown for simplicity.

An example of this procedure is presented in Figure 10.
Since our NNE is designed to perform one operation at a
time, i.e. convolution, the computation is performed layer-
by-layer for each sample sequentially. With the proposed
overlapping strategy, all the random variable sampling is
performed in advance of the layer that requires it, which avoids
any additional latency.

B. Intermediate-layer Caching

As discussed in Section II-B, from an algorithm stand-
point, it might not be necessary to place MCD after every
layer to achieve fine algorithm performance [10], [36], [38],
[61]. Figure 11(a) presents an example of a three-layer 2D
BayesCNN with the MCD only applied on the output of the
penultimate layer. To perform S = 2 MC samples, it is then
only required to run the partially Bayesian part B two times
instead of inefficiently processing the input through the whole
network with depth N . In this work, to avoid the redundant
computation and reduce the data transfer between off-chip
and on-chip memory, we propose a general hardware-efficient
intermediate-layer caching (IC) technique with respect to
caching the intermediate results directly in on-chip memory.
IC was previously proposed with respect to software caching
of the last Bayesian layer [10] and recently extended to the
whole network architecture [61]. However, these approaches
store the intermediate results in the off-chip memory, which
introduces extra data transfer between on-chip and off-chip
memory.

In the naive implementation, as shown in Figure 11(b), the
evaluation is performed with respect to all the convolutional
layers twice and the data is transferred between off-chip and
on-chip memory in total eight times. With the IC, as illustrated
in Figure 11(c), the output of the second convolutional layer
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will be cached on the chip while performing the first MC
sample. Then the final result of the second MC sample can be
obtained by applying MCD on the cached data, which halves
the amount of computation and decreases data transfer up to 5
times. Generally, assuming the NN requires to run the last B
layers S times to obtain the prediction, the IC can reduce the
compute by (N − B) × S times and the number of memory
accesses by S ×B times.

V. OPTIMIZATION FRAMEWORK

A. Workflow of Framework

The reconfigurable accelerator together with partial
Bayesian inference provide a large design space for algorithm
and hardware performance exploration and trade-off. To ex-
plore such a large design space, an automatic framework is
proposed to perform the design space exploration for opti-
mizing the algorithm and hardware performance under user-
defined constraints and requirements.

The design space in this work contains two categories of
configurable parameters, hardware parameters and algorithm
parameters. The hardware parameters affect the hardware
configuration and they consist of configurable parallelism
levels (PF , PC, PV ) of the NNE, number of LSFRs in the
Bernoulli sampler Nlfsr and the memory size of each buffer.
The optimization of hardware configurations considers both
resource consumption and hardware performance. Since the
channel size, filter size, input size or the dropout rate may
vary among different BayesCNNs, improper choice of these
parameters may lead to unused resources in the hardware,
which can decrease the overall hardware performance. At
the same time, the recourse consumption of the configured
accelerator needs to be smaller than the resource budget the
underlying FPGA board provided. Therefore, in our hardware
design space, we consider the domains for both PF and PC as
{8, 16, 32, 64, 128} and PV can be chosen from {1, 4, 8, 16}.
The number of LFSRs Nlfsr is an integer ranging from 1 to
5 and the buffers can have arbitrary memory sizes that can be
fitted on the given FPGA.

On the algorithm level, there are three parameters that
may affect both the algorithmic and hardware performance:
the portion of Bayesian layers B supporting partial Bayesian
inference mentioned in Section II-B2, the dropout rate p and
the number of MC samples S, which represents how many
times the B designated layers need to be repetitively run.
These three algorithm parameters enable trade-off between
latency, accuracy, confidence and uncertainty estimation. For
instance, applying MCD only with respect to the penultimate
layer and running it with respect to only two MC samples
can significantly decrease the latency due to the reduced
computation, but may also degrade the quality of uncertainty
quantification or the accuracy.

An overview of our proposed framework is presented in Fig-
ure 12. There are four metrics optimized by our framework,
i.e., algorithm accuracy, hardware latency, uncertainty quan-
tification and calibration confidence. Users are allowed to set
maximum or minimum constraints on these four metrics. As
mentioned before, since these metrics cover trade-off between
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Opt-Acc or

Opt-Uncertn or 
Opt-Confid

Generate
Candidate
Hardware 

Resource
Model

Hardware 
Constraints

Network 
Architecture

Latency, 
Accuracy,

Uncertainty, 
Confidence

Mode
Selection

Metric 
Requirements

Performance
Model

PC, PF, PW
MEMin, MEMweight

B, S
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Fig. 12. Overview of the optimization framework.

each other, we design our framework to support four optimiza-
tion modes, i.e., optimal-latency, optimal-accuracy, optimal-
uncertainty quantification and optimal-confidence. These opti-
mization modes indicate the priority to minimise or maximise
the chosen objective.

The flow of the framework starts with considering candidate
hardware configurations under the hardware constraints using
the proposed resource model. Then, the feasible hardware
configurations together with a performance model are fed
as inputs for the design space exploration. The resource
model is used to avoid the time-consuming synthesis and
implementation to accelerate the design space exploration.
Note that, the estimation of resource consumption is only used
during the design space exploration and the final design is
implemented and evaluated at the board-level. At the same
time, the framework also receives the network architecture
of the target BayesCNNs as input. Together with the user-
defined constraints and optimization modes, the design space
exploration is performed through greedy optimization with re-
spect to software and hardware configurations. The framework
optimizes PC, PF , PV , Nlfsr and memory sizes as hardware
configurations, and B and S as algorithm configurations.

B. Resource Model

The resource model in our paper mainly considers the
memory and DSPs resource consumption since they are the
limiting resources in FPGA-based NN accelerators [55] and
also in our design. The DSPs are mainly consumed by the
NNE where one DSP with some extra logic resources are
used to implement two 8-bit multipliers for high computational
utilization. Hence, the DSP usage in our resource model can be
estimated as DSP = PC×PF×PV

2 . The memory consumption
mainly accumulates from the FIFOs in the Bernoulli sampler,
the weight and input buffers in the NNE. Since there are PF
FIFOs in the Bernoulli sampler, its memory consumption can
be represented as MEMFIFO = DFIFO × PF × V , where
DFIFO denotes the depth of each FIFO and V represents
the bit-width of data. Since the NNE processes the layers in a
BayesCNN one-by-one, the memory consumption of the input
buffer is dominated by the layer with the maximal input size.
Therefore, it can be formulated as MEMin = max

i=1,...,N
(Ci ×

Hi ×Wi) × V , where Hi,Wi and Ci are the height, width
and channel size of the input in the ith layer respectively. As
mentioned in Section III, we design the weight buffer to cache
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PF filters at a time. Therefore, the memory usage of weight
buffer can be modelled as MEMweight = max

i=1,...,N
(Ci ×

Ki
H × Ki

W × Ki
L) × PF × V , where Ki

H ,Ki
W ,Ki

L are the
kernel height, width and temporal length sizes of the ith layer.
Since we used the double buffer technique in both weight
and input buffers to overlap the loading time between two
consecutive layers, the total memory consumption is estimated
as MEM = 2× (MEMin +MEMweight) +MEMFIFO.

VI. EXPERIMENTS

A. Experimental Setup

We implemented our proposed hardware architecture (Sec-
tion III) on an Intel Arria 10 SX660 FPGA with a 1GB DDR4
SDRAM installed as off-chip memory. We set PV, PC and
PF to be 1, 64 and 64 according to the estimated resource con-
sumption provided by our resource model (Section V-B) and
the available resources offered by the underlying hardware.
The final design was implemented using Verilog. Quartus 17
Prime Pro was used for synthesis and implementation. Our
final design was clocked at 225 MHz. The real resource
usage of our accelerator generated by Quartus after the im-
plementation is presented in Table II. We also provide a
resource breakdown on two parts: the Bayesian part that is
designed to support MCD, and the non-Bayesian part that is
used to perform the main computation. We adopted the 8-
bit linear quantization [54] for a high hardware performance
on our design. [54] demonstrated that 8-bit representation
does not have a detrimental effect on BayesCNNs’ algorithm
performance. To fully utilize the hardware resources, we used
one DSP with some extra logic resources to implement two
8-bit multipliers. As mentioned in Section V-B, DSPs are the
limiting resource in our accelerator which consume nearly
97% of available DSPs. The non-Bayesian part occupied most
of resources compared with the Bayesian part.

Our target applications were image and video classification.
In both of these applications, the inputs and the correct
classification labels can be represented as tuples (x,y), where
x is the input and y denotes the one-hot encoded categories.
Given an input x we approximated the predictive distribution
according to (1) by averaging the provided output probabilities
given by softmax activation at the end of the network with
respect to S samples to give p(y′|x). Given the predictive
distribution, we evaluated the algorithm performance with
respect to different metrics. We considered accuracy, average
predictive entropy (aPE) for evaluating the quality of quanti-
fied uncertainty and expected calibration error (ECE) [62] to
measure the calibration of the confidence in the predictions.

TABLE II
RESOURCE UTILIZATION OF THE ACCELERATOR ON THE FPGA.

Resources ALMs Registers DSPs M20K

Bayesian Part Utilization 2% 1% 0% 1%

Non-Bayesian Part Utilization 69% 51% 97% 85%

Overall
Used 303,913 889,869 1,473 2,334

Design Total 427,200 1,708,800 1,518 2,713

Utilization 71% 52% 97% 86%

Note that, our design can be also used to accelerate other
applications such as object detection [30] and image segmen-
tation [4] with proper blocking strategies [55].

For the input that should rightfully confuse the net, we
measured the quality of the uncertainty prediction with respect
to random Gaussian noise with mean and variance of the
training data with aPE over a dataset of size E with K classes
as: aPE = 1

E

∑E
e=1−

∑K
k=1 p(y

′,k
e |xe) log p(y

′,k
e |xe).

Furthermore, we measured the calibration of the confi-
dence of the BayesCNN with respect to ECE and unmodified
test data. ECE quantifies if the BayesCNN is uncalibrated
by observing whether the net is making predictions whose
confidence are not matching its accuracy. ECE computes a
weighted average between accuracy and confidence across bins
as: ECE =

∑B
b=1

nB

N |accuracy(b) − confidence(b)|, where
nb is the number of predictions in bin b and accuracy(b)
and confidence(b) are the accuracy and confidence of bin b,
respectively. We set B = 10.

In terms of the datasets, we evaluated the 2D BayesCNNs
with respect to image datasets and 3D BayesCNNs with
respect to video datasets. To stay consistent with previous de-
signs [16], [18], [19], we considered MNIST [28], SVHN [63]
and CIFAR-10/100 [64] for image classification. The datasets
were paired with Bayes-LeNet5 [28], Bayes-VGG11 [65], and
Bayes-ResNet18/34 [2] respectively. With respect to video
datasets we performed the evaluation with respect to UCF-11,
video size ranging from 160×120×3 to 480×360×3 across
several seconds [66],where the first two dimensions stand for
the spatial size and the last dimension is the number of color
channels, and we used two different architectures: Bayes-C3D
and Bayes-R3D18 [15] for evaluation. We picked architectures
that are core to different tasks across different applications, e.g.
ResNet-like architectures to demonstrate the versatility of this
work. We varied both the datasets as well as the architectures
to vary the complexity of the experiments from the algorithm
and hardware execution perspectives.

In this work, we explored partial Bayesian inference which
is motivated by provided hardware execution efficiency. We
considered adding dropout at different parts of the networks,
always following a 2D or 3D convolutional, BN and ReLU lay-
ers, and optionally pooling. We consider p = 0.25 for all MCD
instances. This value was picked with respect to observing the
validation performance across different dataset, architecture
and dropout combinations. We considered partial BayesCNNs,
such that B = {1, 1

3 ×N, 1
2 ×N, 2

3 ×N,N}. The number of
samples S could be S = {3, 4, 5, 6, 7, 8, 9, 10, 20, 50, 100}.
All experiments were repeated 5 times.

B. Effectiveness of Framework

As introduced in Section V, our proposed framework ex-
plores the trade-off between different hardware and algorithm
performance metrics, i.e., latency, uncertainty estimation, con-
fidence and accuracy. To meet different users’ needs, we
design our framework to support four different optimization
modes. In this part, we first applied the optimization frame-
work without user constraints to investigate the performance
limits of our design under different optimization modes. Then,
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TABLE III
THE RESULTANT CONFIGURATIONS, AND THE CORRESPONDING HARDWARE AND ALGORITHM PERFORMANCE OF 2D AND 3D BAYESCNNS UNDER

DIFFERENT OPTIMIZATION MODES ON OUR FPGA-BASED ACCELERATOR.

Opt-Mode {B,S} Latency [ms] ↓ aPE [nats] ↑ ECE [%] ↓ Accuracy [%] ↑

Bayes-LeNet5

Opt-Latency 1, 3 0.42 0.63± 0.09 0.25± 0.05 99.27± 0.04

Opt-Uncertainty N , 100 14.83 1.06± 0.19 0.17± 0.04 99.32± 0.04

Opt-Confidence N , 9 1.29 0.98± 0.18 0.1± 0.04 99.31± 0.03

Opt-Accuracy 2
3
×N , 100 14.32 0.75± 0.15 0.13± 0.03 99.39± 0.05

Bayes-VGG11

Opt-Latency 1, 3 0.57 1.38± 0.28 2.8± 0.12 95.38± 0.1

Bayesian Opt-Uncertainty 2
3
×N , 100 42.89 2.02± 0.11 0.41± 0.05 96.13± 0.1

2D CNNs Opt-Confidence 2
3
×N , 100 42.89 2.02± 0.11 0.41± 0.05 96.13± 0.1

Opt-Accuracy N , 100 57.32 1.97± 0.05 2.42± 0.19 96.49± 0.05

Bayes-ResNet18

Opt-Latency 1, 3 0.47 0.36± 0.26 4.85± 0.19 92.84± 0.16

Opt-Uncertainty 1
2
×N , 100 32.04 1.27± 0.27 2.74± 0.31 91.12± 0.2

Opt-Confidence 2
3
×N , 3 1.20 1.05± 0.26 1.08± 0.06 89.99± 0.17

Opt-Accuracy 1, 8 0.50 0.38± 0.27 4.74± 0.14 92.91± 0.14

Bayes-ResNet34

Opt-Latency 1, 3 0.93 0.14± 0.15 18.06± 0.49 69.63± 0.39

Opt-Uncertainty N , 100 65.61 1.97± 0.29 14.73± 0.33 63.79± 0.69

Opt-Confidence 2
3
×N , 3 2.01 1.23± 0.65 1.83± 0.32 66.43± 0.39

Opt-Accuracy 1
2
×N , 50 19.03 1.1± 0.24 3.95± 0.44 71.83± 0.31

Bayes-C3D

Opt-Latency 1, 3 93.99 0.438± 0.001 5.23± 0.73 85.35± 1.1

Opt-Uncertainty 1
2
×N , 100 531.90 1.443± 0.001 3.71± 1.65 84.92± 1.1

Opt-Confidence 1
2
×N , 100 531.90 1.443± 0.001 3.71± 1.65 84.92± 1.1

Bayesian Opt-Accuracy 1, 50 95.92 0.442± 0.001 4.98± 0.9 85.41± 1.2

3D CNNs

Bayes-R3D18

Opt-Latency 1, 3 51.01 0.491± 0.001 4.88± 0.92 84.63± 0.88

Opt-Uncertainty 2
3
×N , 100 1513.42 1.660± 0.001 9.21± 0.85 73.88± 0.95

Opt-Confidence 1
3
×N , 50 262.62 0.217± 0.001 2.75± 0.57 83.43± 1.45

Opt-Accuracy 1, 50 51.22 0.525± 0.001 4.57± 0.53 84.89± 1.13

we optimized the hardware design as well as the algorithm
parameters with respect to user-specific constraints to demon-
strate the effectiveness of our framework.

1) Unconstrained Exploration: To determine the global op-
timal algorithm and hardware performance that our design can
achieve, we applied our framework with respect to four dif-
ferent optimization modes: Opt-Latency, Opt-Accuracy, Opt-
Uncertainty and Opt-Confidence, on all BayesCNNs without
any user constraints. We evaluated both 2D and 3D BayesC-
NNs with different optimized configurations on our FPGA-
based accelerators. The results are presented in Table III, the
down and up arrows indicate the desired tendency for a given
metric.

Under Opt-Latency mode, our framework choose the con-
figuration with the minimal number of samples and Bayesian
layers, i.e., {B = 1, S = 3}, for all the 2D and 3D
BayesCNNs. In 2D BayesCNNs, our accelerator achieved
0.42ms, 0.57ms, 0.47 and 0.93 ms on Bayes-LeNet5, Bayes-
VGG11, Bayes-ResNet18 and Bayes-ResNet34 respectively.
Similarly, Bayes-C3D and Bayes-R3D18 needed only 93.99ms
and 51.01 ms. With the Opt-Accuracy mode enabled, these
five BayesCNNs achieved 99.39%, 96.49%, 92.91%, 71.83%,
85.41% and 84.89% accuracy respectively on their corre-
sponding datasets. Under both Opt-Uncertainty and Opt-
Confidence modes, our framework generated different {B,S}
configurations to achieve better aPE and ECE. For instance, the
Bayes-VGG11 optimized by Opt-Uncertainty mode improved

the aPE metric by 0.64 compared with the design proposed
by Opt-Latency. Similarly, Opt-Confidence mode reduces the
ECE by 2.13% compared with the Opt-Latency mode on
Bayes-R3D18.

2) Constrained Exploration: To validate the effectiveness
of our framework in finding the optimal configurations when
the user’s requirements are provided, we adopted the Opt-
Confidence mode to optimize Bayes-ResNet18 on CIFAR-
10 dataset with uncertainty, accuracy and latency constraints
applied. To demonstrate the optimality of the found con-
figuration, we evaluated all the candidate configurations in
terms of latency, aPE, ECE and accuracy. The results are
presented in Figure 13. The feasible design space constructed
by accuracy, latency and uncertainty constraints is represented
by the black box. As we can see, the configuration with
the lowest ECE, which is highlighted by the red arrow, is
chosen as the optimal configuration under the Opt-Confidence
mode when user’s constraints were given. Therefore, our
framework is able to find the optimal configurations with
user-specified constraints. In Figure 13, we also visualize
the global optimal points generated by Opt-Latency, Opt-
Accuracy, Opt-Uncertainty modes without constraints applied,
which are highlighted by the black arrows. As we can observe,
these global optimal configurations represent the best latency,
accuracy and uncertainty that the Bayes-ResNet18 achieved on
its design space.
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TABLE IV
PERFORMANCE COMPARISON OF OUR FPGA DESIGN VERSUS CPU AND GPU PLATFORMS.

CPU GPU Our Work

Platform Intel Xeon E5-2680 v2 GeForce RTX 2080 Ti Intel Arria 10 GX1150

Frequency 2.8GHz 1.545GHz 220MHz

Technology 22nm 12nm 20nm

Acceleration Library MKLDNN, PyTorch 1.9.0 CuDNN, PyTorch 1.9.0 -

Power [W] ↓ 135 248 45

{B,S} 1
2
×N , 100 2

3
×N , 50 1

2
×N , 100 2

3
×N , 50 1

2
×N , 100 2

3
×N , 50

Use IC Yes [10], [61] Yes [10], [61] No Yes No Yes

Latency [ms] ↓ Bayes-ResNet18 733.16 583.33 372.92 262.08 44.97 32.04 22.48 18.90

Bayes-R3D18 5170.0 4920.0 948.27 728.77 5100.7 686.89 2550.3 772.35

Energy Eff. Bayes-ResNet18 0.99 1.57 0.93 1.29 0.020 0.014 0.021 0.017

[J/Sample] ↓ Bayes-R3D18 6.98 13.28 2.35 3.61 2.29 0.31 2.30 0.69

TABLE V
PERFORMANCE COMPARISON WITH OTHER STATE-OF-THE-ART ACCELERATORS FOR BAYESIAN NNS.

ASPLOS’18 [16] DATE’20 [18] Micro’20 [19] Our Work

Platform Altera Cyclone V Zynq XC7Z020 Virtex-7 VC709 Arria 10 GX1150

Frequency [MHz] 213 200 100 220

Technology 28 nm 28 nm 28 nm 20 nm

Available DSPs 342 220 3600 1518

Power [W] ↓ 6.11 2.76 - 43.6

Model Bayes-MLP Bayes-MLP Bayes-GoogLeNet Bayes-VGG11 Bayes-ResNet18 Bayes-C3D

Throughput [GOP/s] ↑ 59.6 24.22 - 533.75 1590 1449

Speedup Compared with Baseline - - 3.1× 49.6× 48.3× 49.9×

Energy Efficiency [GOP/s/W] ↑ 9.75 8.77 - 19.6 41.57 34.2

Comp. Eff. [GOP/s/DSP] ↑ 0.174 0.121 - 0.362 1.079 0.983

Opt-Latency
(Lat : 0.47, aPE: 0.36, 
ECE: 4.85, Acc: 92.8) 

Opt-Uncertainty
(Lat : 32.0, aPE: 1.27, 
ECE: 2.74, Acc: 91.12) 

Opt-Confidence with Constraints
(Lat : 1.20, aPE: 1.05, ECE: 1.08, Acc: 89.9) 

Opt-Accuracy
(Lat : 0.50, aPE: 0.38 
ECE: 4.74, Acc: 92.9) 

Fig. 13. Design space exploration with latency, accuracy and uncertainty
constraints for Bayes-ResNet18 on CIFAR-10.

C. Performance Comparison against CPU and GPU Imple-
mentations

To demonstrate the advantages of our proposed accelerator
over other hardware platforms, we measured the hardware
performance on the FPGA, Intel Xeon E5-2680 v2 CPU and
NVIDIA Titan Xp GPU. Both CPU and GPU versions were
implemented using PyTorch 1.9.0 [67]. The CPU implemen-
tation was optimized by MKLDNN and the CuDNN library
was used to improve the hardware performance of the GPU
implementation. As this paper only targets accelerating the
evaluation of BayesCNNs, where the inputs are produced
sequentially as in real-life scenarios, we set the batch size
as 1 for all models on all evaluated hardware platforms. Since

PyTorch does not support 8-bit quantization on a GPU, the
performance of GPU implementations is reported based on
32-bit floating point. The results are presented in Table IV.
We evaluated two configurations for each model, i.e. {B =
1
2 × N,S = 100} and {B = 2

3 × N,S = 50}. In both CPU
and GPU implementations, we enabled the IC optimization
by caching the intermediate results of the last non-Bayesian
layer as PyTorch tensor variables for the reuse in the following
Bayesian layers [10], [61]. To demonstrate the effect of the IC
implementation on our accelerator, we evaluated the hardware
performance with and without IC optimization on the FPGA.

As we can observe from Table IV, our accelerator achieved
different speedup compared with CPU and GPU implementa-
tions, depending on the model and configuration. For instance,
our design achieved 11∼13 times speedup than the GPU
implementations on Bayes-ResNet18. At the same time, our
design was more energy-efficient than CPU and GPU imple-
mentations. For example, we achieved up to 92 and 76 times
higher energy efficiency than CPU and GPU implementations
on Bayes-ResNet18 with {B = 2

3 × N,S = 50}. While
comparing FPGA implementations with and without on-chip
IC, it can be seen that the speedup brought by IC is decreasing
when the S becomes smaller and B increases for most of 2D
and 3D BayesCNNs. There are three reasons for the achieved
higher hardware performance:

• The hardware-level implementation of IC technique that
precisely caches the intermediate results of the last non-
Bayesian layer in on-chip memory, which decreases the
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number of memory accesses and the amount of computation.
• The support for fine-grained parallelism in our design, which

fully utilized the extensive concurrency in BayesCNNs.
• The quantization adopted in our design, which reduces the

computational complexity and bandwidth requirements.

D. Performance Comparison with Existing Work

To demonstrate the advantages of our hardware architecture
and optimization framework over the other state-of-the-art
designs, we compared our work with the existing accelerators
for Bayesian NNs [16], [18], [19] in Table V. The hardware
performance was evaluated in terms of throughput, energy
efficiency and compute efficiency for a fair comparison. The
energy efficiency was measured in giga-operations per second
per watt (GOP/s/W) and the compute efficiency refers to the
giga-operations per second per DSP provided (GOP/s/DSP).
The results are shown in Table V. As it can be seen, our
accelerator was the only design supporting both 2D and
3D BayesCNNs, which demonstrates the versatility of our
hardware architecture.

Since both [16] and [18] only support multi-layer percep-
trons (MLP), we quoted their performance from the original
papers, which was evaluated on a three-layer Bayesian MLP
(Bayes-MLP). As it can be observed, our design achieved
nearly 9∼30 and 22∼66 times higher throughput than [16]
and [18] respectively, depending on the model and configura-
tions. As both [16] and [18] consumed fewer DSPs, we also
compared them in terms of the compute efficiency through
GOP/s/DSP. It can be seen that our accelerator achieved nearly
2∼9 times higher compute efficiency than [16] and [18]. In
Fast-BCNN proposed by [19], the authors accelerated BayesC-
NNs by intelligently skipping the zeros generated by MCD
and ReLU activation functions. However, they only reported
the normalized speedup without mentioning the real hardware
performance. Thus, we were not able to compare with them
directly. In order to compare with them, we evaluated the
speedup brought by our algorithm and hardware optimizations.
We first measured the baseline performance on the fully-
BayesCNN with IC hardware implementation disabled in our
design, which keeps the same configuration as [19]. Then, we
measured the speedup by applying the IC and our optimization
framework under Opt-Latency mode. As observed, our design
achieved nearly 16 times higher speedup than [19].

There are three reasons for the higher hardware performance
when compared with previous work:
• The partial Bayesian inference together with the hardware-

level implementation of IC optimization, which skips the
redundant computation in BayesCNNs.

• The fine-grained parallelism and control provided by our
hardware architecture.

• The optimization framework with different optimization
modes, which optimizes the network configuration for the
given BayesCNNs.

VII. CONCLUSION AND FUTURE WORK

This work proposes a high-performance FPGA-based de-
sign to accelerate 2D and 3D Bayesian convolutional neural

networks (BayesCNNs) based on Monte Carlo Dropout. The
accelerator is sufficiently versatile to support a variety of 2D
and 3D BayesCNNs to achieve up to 4 times higher energy
efficiency and 9 times better compute efficiency than other
state-of-the-art accelerators. A framework is also proposed
to automatically explore the trade-off between algorithm and
hardware performance with different priorities, given algo-
rithm requirements and hardware constraints. In future work,
we aim to explore neural architecture search and development
of a hardware-efficient Bayesian inference scheme that would
directly account for hardware performance metrics.
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